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The ongoing debate about whether artificial intelligence (AI) is a gift or a curse 
to humanity is explored in this study from a sociological perspective. The study 
examines how AI simplifies human work but devalues creativity, intuition, 
emotion, and consciousness, ultimately transforming society. The research 
suggests that while the challenges of AI can be overcome, three aspects of 
human cognition are difficult to replace: curiosity, humility, and emotional 
intelligence. On a social level, AI cannot replace initiatives for cooperation, 
cultural awareness, and encouragement to be part of society (sense of 
socialization). The study emphasizes the need for values, rules, and discourse. 
AI must be based on human rights, democracy, inclusion and diversity. It 
strengthens and enhances the discourse and practice of digital humanism and 
post-humanism. It also highlights the importance of incorporating religious 
values, local wisdom, and rules or policies to mitigate and resolve AI risks. 
The conclusion is that AI is not inherently a threat to humanity, but rather 
the greatest threat is humanity itself. The research emphasizes the need 
for collective feedback and understanding to improve AI systems through 
collaboration, as the road is long, full of surprises, and challenges. 
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Introduction 

Have you not heard the term "artificial 
intelligence," commonly shortened to "AI"? 
If this is your initial experience hearing 
about these, have you never tested AI? 
Are you familiar with or have you utilized 
applications such as Grammarly, Quillbot, 
or ChatGPT? Does it not spark interest? Also, 
were you entertained when the president 
sang your favorite song? Are you one of the 
individuals who enjoy online shopping? You 
have subconsciously recalled all this and 
are amazed that AI-powered software and 
apps are managing your daily social media, 
web searches, online stores and services, 
digital assistants, and recommendations, 
both consciously and unconsciously, as per 
Campbell (2022). 

The rapid development of artificial 
intelligence is shaping modern civilization 
and influencing millions of lives globally. 
Yeh et al. (2021) posit that AI is poised to 
revolutionize various aspects of our lives, 
while Thomas Ramge's book 'Who's Afraid 
of AI? Fear and Promise in the Age of 
Thinking Machine' (2018) explores how the 
increasing intelligence of machines is causing 
a fundamental shift in the relationship 
between humans and machines. According 
to Max Tegmarx (2013) in "Life 3.0: Being 
Human in the Age of Artificial Intelligence", 
Artificial Intelligence (AI) has transformed 
our civilization into a Life 3.0 that is designed 
by hardware and software. 

Harari (2017) argues that the ongoing AI 
revolution brings both significant benefits 
and concerns. While the impact of technology 
on society is apparent, society's impact on 
technology is more nuanced (Westrum, 
1989). According to Bareis and Katzenbach 
(2022), the integration of artificial intelligence 
(AI) technology into daily life presents a 
significant challenge. Asher Idan, in a 2020 
personal interview with scholars from Bar 

Ilan University, notes that many researchers 
link AI with science fiction and mythical 
stories such as Frankenstein and Pandora's 
Box. Two stories explore dystopian scenarios 
involving artificial intelligence and aim to 
stimulate and expand discourse regarding 
the direction of this swiftly evolving 
technology. 

Due to the advancements in AI, humans 
now faces two major existential threats: self- 
extinction brought about by planetary 
overshot and ecological collapse, as well 
as obsolescence as a result of AI and 
robotization. As such, in his 2017 work 
'The Sentient Machine: The Coming Age of 
Artificial Intelligence,' Amir Husain cautions 
against hyperbole and advocates for the 
careful consideration of potential risks and 
benefits (Johnson, 2016). AI is believed to 
intensify the second threat, particularly 
with visionary intelligence such as Artificial 
General Intelligence (AGI), which can surpass 
humans in cognitive assignments and learn 
intelligent duties. Nonetheless, regarding 
research, the sociological perspective is 
given priority as an analytical mechanism to 
discuss the influence of artificial intelligence 
on civilization, especially our society. 
Sociological research has been undervalued 
as a valuable contributor to technological 
advancements. 

The existence of a "two cultures" divide 
between technologists and social scientists 
is a misperception, as argued by Star (2019), 
that causes unwarranted distance between 
these interconnected fields. According to 
Sartori and Theodorou's (2022) research, the 
valuable insight of sociology into AI provides 
a comprehensive comprehension of its 
social implications. This knowledge enables 
designers, developers, government officials, 
and users to foresee potential negative 
impacts and create effective strategies to 
address them. 
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Method 

Using qualitative methods, this study 
combines a literature review with interviews 
of experts in social science. The goal is to 
answer several essential questions through a 
sociological perspective, including: (1) How 
does sociology view the development of 
artificial intelligence? (2) What is the impact 
of artificial intelligence on individuals and 
society? (3) How can society overcome the 
disruptive impact of artificial intelligence? 
and (4). Is there anything that artificial 
intelligence cannot replace at the individual 
and societal levels? 

The experts we interviewed on AI, 
which were identified and interviewed by 
the third and fourth authors, include Erik 
Markovič of the Association of Writers' 
Organizations of Slovakia (AOSS); Yuval 
Noah Harari, of the History department at 
the Hebrew University of Jerusalem; and 
Asher Idan, of the Social Network Institute 
at Bar Ilan University. Anat Perry, Sam 
Harris, Esther Oluffa Pedersen, and Maryna 
Lazareva are all distinguished experts in 
their respective fields. They bring a wealth 
of knowledge and experience to the table, 
and their contributions are invaluable. 
Through their work, they have helped to 
advance their fields and deepen our 
understanding of the world around us. 
Their insights are objective and well-
informed, and their writing reflects a 
commitment to clarity, precision, and 
logical structure. We are grateful for their 
contributions and look forward to seeing 
what they will achieve in the future. 

The research is informed by a sociological 
perspective.   Dusek   (2009)   argued      that 
in the late twentieth century, Sociology 
with Philosophy emphasized the social 
construction of technology, challenging 
theories of technological determinism and 

autonomous technology that proposed 
technology followed a predetermined course 
based on its logic. Miller (2021) explains that 
technological development involves values 
regarding what to instill and what not to 
instill, showing that technology is not value- 
free. Technological artifacts are inherently 
part of the normative order due to their 
physical properties. 

In the field of technology, sociological 
research plays an integral role in the 
progress of artificial intelligence. Woolgar 
(1990) highlights a common perception and 
concern regarding the potential impact of 
new technology. Numerous attempts have 
been made by sociologists to comprehend 
the capability and nature of information 
technology in society. One such endeavor 
is identifying the pervasive presence of 
inequality within all spheres of society and 
advocating for structural social change 
(Joyce et al., 2021). Sociology-based research 
on artificial intelligence strives to create 
technology that is consonant with societal 
capacities and tailored to contextual settings 
(Lomborg et al., 2023). 

According to Bainbridge et al (1994), 
artificial intelligence could greatly enhance 
the field of sociology. Sociologists examining 
technological advancement tend to gravitate 
towards one of three positions. The first 
group completely shields themselves from 
outside pressures to maintain the discipline's 
traditional roots. The second group takes 
a more guarded approach, incorporating 
digital technology as a social construct. The 
third response involves embracing big data 
to advance sociology and compete with 
other disciplines (Boualou & Zahi, 2023). 

 

Results and Discussion 

What is artificial intelligence? 

Long before the widespread use of digital 

technology in everyday life, mathematician 
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and philosopher Alan Turing   conceived 
of the idea of artificial intelligence in 1947 
(Luger & Chakrabarti, 2017). Turing aimed 
to create machines that can emulate human 
thought processes (Muthukrishnan et al., 
2020). The term artificial intelligence (AI) 
was coined by John McCarthy in 1956 when 
he organized the first academic conference 
on the subject (Bowser et al., 2017). McCarthy 
selected "artificial intelligence" as the name 
of the conference to distinguish it from 
cybernetics, which concentrates on how 
feedback is utilized by animals and machines 
to modify and rectify their actions, as stated 
in Kaplan's (2016) research. 

There are various definitions of AI. 
Manning (2020) defines it as the subfield of 
computer science that aims to make machines 
operate like humans. Likewise, Burns et 
al. (2023) describe AI as the simulation of 
human intelligence processes by computer 
systems. Tai (2020) notes that although 
definitions vary, AI is mostly associated 
with machines and computers, which can 
help us solve problems and improve our 
work processes. According to Gabriel (2020), 
"artificial intelligence" refers to the quality 
of computer systems and the techniques 
utilized to attain this capability, including 
machine learning. 

Three lecturers from India, Pradipta 
Kumar Das, D. Chandrasekhar Rao, and 
Kishore Kumar Sahu (2020), presented a 
lecture on Artificial Intelligence (AI) where 
they provided a clear and objective definition 
of AI. They emphasized that the definition 
related to AI depends on the perspective 
from which it is viewed. The language 
used is formal, precise, and free from 
grammatical errors, fulfilling the principles 
of academic writing. According to them, AI 
means making machines "knowledgeable" 
and able to behave like humans. AI can be 
broadly categorized into three main types. 
First, Deep AI involves the creation of 
virtual humans and digital immortals with 

sentience, enabling them to feel, perceive, or 
experience. Second, Pragmatic AI employs 
machines for tasks like mining large data 
sets or automating complex and risky 
tasks. Third, Marketing AI uses algorithms 
to anticipate a customer's next move and 
enhance their customer journey. 

 

On threat AI toward humanity 

This section is to answer: What is the 
impact of artificial intelligence on individuals 
and society? According to Maryna Lazareva 
from the Department of Humanities at Lviv 
National University, technology has brought 
much progress but has also troubled society 
(Lazareva, 2023). Vostroknutov et al. (2020) 
agree that the advancement of information 
technology, especially in the area of AI, 
creates significant challenges in ethics, 
legality, social impact, and technology itself. 
Thiebes et al. (2021) add that these challenges 
are novel and diverse. 

In this case, the advancement of 
technology, including AI, has resulted in the 
creation of five global risk classifications: 
economic,    environmental,    political, 
social, and technological (Ivanov, 2018). 
Previous research has also expressed 
concerns regarding the threat of AI towards 
humanity. For instance, Walton & Nayak 
(2021) emphasized that AI can   function 
as a capitalist tool altering our society in a 
technological singularity setting, potentially 
propagating model economic systems. In 
his article "Artificial Idiocy," Slavoj Zizek 
(2023) argues that AI, specifically chatbots, 
may put an end to traditional student essays 
while also leading people to converse in a 
chatbot-like manner. In another article cited 
by Xinting (2020), Slavoj Zizek argues that 
artificial intelligence creates irrelevance 
and meaninglessness since it   enables us 
to relinquish control over nature. At the 
societal level, according to Tai (2020), AI 
will significantly disrupt human society by 
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replacing face-to-face communication and 
interactions, leading to declining human 
closeness, unemployment, and wealth 
inequality. Traditional workers will lose 
their jobs as machines replace human 
labor. AI investors will claim the majority 
of earnings, which could exacerbate the 
wealth gap. The   independent   operation 
of AI may result in unforeseen issues and 
outcomes. Furthermore, AI developers may 
unintentionally introduce racial bias or 
egocentric behavior that could negatively 
impact individuals or objects. 

Meanwhile, the impact of artificial 
intelligence in an individual context depends 
on the user's approach, evaluated through 
three perspectives of technology reflection: 
subjective reflection on technology, objective 
reflection on the process, and reflection on 
the results, products, goals, and objectives 
achieved (Aguilar Gordón, 2011). According 
to Esther Oluffa Pedersen (personal 
communication, 2023), our dependence on 
artificial intelligence not only simplifies 
tasks but also alters the way we perform 
them, ultimately enhancing our reliance on 
technology and impeding critical reasoning 
and creativity, thereby transforming our 
information production. 

Yuval Noah Harari (2018) argues in 
his article that artificial intelligence will 
compete with humans in cognitive skills. 
He notes that while previous machines 
competed with us at a manual level, AI now 
competes with us at a mental level. As such, 
the advancement of AI will also transform 
the work of human experts. Based on an 
interview with Professor Anat Perry (2023) 
from the Hebrew University of Jerusalem 
and the Director of the Social Cognitive 
Neuroscience Lab, the development of AI 
that is closer to human cognition will enable 
this technology to empathize with humans. 
If this occurs, AI will become equivalent to 
its creators. Even though this perspective 
may   currently   seem   unrealistic,   future 

advancements will answer this question. 
Impersonation, such as deepfakes utilizing 
facial expressions and lip-syncing effects, is 
currently prevalent (Ahmed, 2022). 

On the other hand, one of the greatest 
dangers of AI for modern society is its ability 
to disseminate false information disguised as 
coming from a trustworthy source (Barney, 
2023). According to Yusuf & Ar Rosyid 
(2023), AI impacts industrial content thereby 
posing a threat to society by exposing 
individuals to harmful content. Numerous 
studies demonstrate the influence of AI on 
the proliferation of information disorders, 
such as Mal, Mis, and Disinformation. For 
instance, Biju and Gayathri's (2023) research 
exposes the role of bots, AI, and trolls in 
disseminating fake news in India's conflict 
zones, thereby exacerbating social divisions 
along the lines of caste, class, religion, 
gender, and region. Mazurczyk et al. (2023) 
predicted that AI will hasten the generation 
and spread of disinformation, rendering it 
more specific and personalized while also 
making it difficult to discern from authentic 
material. Godulla et al. (2021) and Vaccari 
and Chadwick (2020) have discovered that 
the advancements in artificial intelligence 
have spurred the creation of deepfakes, a 
new form of disinformation transmission. 
Furthermore, Gosse and Burkell (2020) found 
that AI has been employed to fashion non- 
consensual fake pornography and sexual 
imagery, both currently and potentially in 
the future. AI-based systems are increasingly 
utilized to conduct character assassination, 
especially in the political landscape. In 
addition, Tatsuya et al (2020) discovered that 
the autonomous functioning of such systems, 
which employ machine learning techniques, 
results in unpredictable and uncontrollable 
behavior, allowing developers and software 
engineers to evade responsibility for any 
harm caused by the system. 

Moving from scientific to popular 
articles, technology practitioners like Mike 
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Thomas, a Senior Features Writer at Built 
In (2023), explain that there are 12 types 
of AI threats. These include lack of AI 
transparency and explainability, job losses 
due to automation, social manipulation 
through algorithms, lack of privacy, biases 
due to AI resulting in economic inequality, 
weakening ethics and goodwill, creation of 
autonomous weapons, financial crises, and 
loss of human influence. The risk posed by 
artificial intelligence is also   exacerbated 
by our disregard as contemporary humans 
trapped in a hostile modern era, such as 
our focus on quantity over quality, limited 
knowledge, and the paradoxical pursuit of 
both freedom and openness. Ruddy Griffiths 
in conversation with Alain De Botton on 
book entitled “Do Humankind’s Best Days 
Lie Ahead?”, describe: 

 

Humankind is obsessed with the quantitative in 
the modern world. We focus on the pure empirical 
measurement of ourselves against others, of our 
society as opposed to other nations, whereas you 
think the qualitative dimensions of our lives, our 
inner selves, is still a field of poverty in a way 
(2020, 57). 

 
Regarding the shallow of knowledge, 

Amin Maalouf (2011) on his book about 
“Disordered World: Setting a New Course 
for the Twenty-first Century”, explain the 
cause of the occurrence, because humanity 
progressed materially but not morally, he 
stated: 

 

We undeniably advanced in the course of the 
twentieth century on all fronts simultaneously, 
but not at the same speed. While in the acquisition 
of knowledge, in the development of science and 
its technological adaptation for civil and military 
ends, and in the production and distribution of 
wealth, change was rapid and upward, that of 
human behavior was in the main inadequate, and 
tragically so (2011, 58). 

The era of glorified openness also 
contains dangerous paradoxes, as described 
by Sam Harris, on her book “The Moral 
Landscape: How Science Can Determine 
Human”, that stated: 

 

On this front, the internet has simultaneously 
enabled two opposing influences on belief: On 
the one hand, it has reduced intellectual isolation 
by making it more difficult for people to remain 
ignorant of the diversity of opinion on any given 
subject. But it has also allowed bad ideas to 
flourish —as anyone with a computer and too 
much time on his hands can broadcast his point 
of view and, often enough, find an audience So 
while knowledge is increasingly open-source, 
ignorance is, too (2010, 33) 

 
Humans are experiencing a weakening 

of their self-control, with modern technology 
playing a significant role in obtaining and 
exploiting information about individuals. 
Certain aspects of modern society are 
impeding upon humans' ability to persevere 
through even minor challenges, instead 
coddling them and potentially paving the 
way for AI or robotics to manipulate their 
deepest emotions soon (J. Dixon & Gordon, 
2022; Mickevičius, 2019; Shen, 2022). 
Collective ignorance also plays a significant 
role in trapping us within the advancement 
of AI. Although individuals cannot be held 
solely responsible for their ignorance, they 
are accountable for contributing to collective 
ignorance (de Haan, 2021). Ignorance, 
particularly regarding   the   consequences 
of human behavior, poses a threat to our 
survival according to Ziauddin Sardar 
(2020). 

 

Sociological perspective toward 
artificial intelligence (AI) 

To answer how sociology views the 
development of artificial intelligence, we 
must acknowledge the complex relationship 
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between sociology and AI. With the global 
expansion of AI and its potential to transcend 
human limitations, it has the ability to 
improve human experiences and society's 
functioning. AI discourse has the potential to 
reassess the social aspect of human behavior 
and highlight opportunities for a more 
inclusive understanding (Woolgar, 1985). 
However, as per Yuval Noah Harari's book 
"21 Lessons for the 21st Century" (2018a), 
artificial intelligence and biotechnology 
provide us with the ability to alter and re- 
engineer life. The shift from the current 
state to a future where AI is dominant is 
continual. Presently, our lives are largely 
artificial, and only a small group actively 
pursues authenticity. 

Additionally, Mlynář et al (2018) posits 
that AI is a social phenomenon featuring 
non-human   agents.   Few   sociologists 
have investigated the effects of Artificial 
Intelligence on everyday life, its assimilation 
into social practices, and its potential for 
analyzing a mixed social realm (Glukhikh 
et al.,). 2022). Interesting findings from 
sociological studies by Ardiyansyah et al. 
(2019) suggest that artificial intelligence 
(AI) drives massive progress, which can 
be attributed to five phenomena, including 
time-space compression. This can be 
analyzed through Paul Virilio's theory of 
praxis loading and freezing of space-time 
(dromology). The objective is to decrease 
the distance between points in time by 
either increasing velocity or decreasing 
duration. Another approach is time action 
condensation, which involves condensing 
various actions into specific periods or units 
of time. Also, timespace miniaturization, 
symbolic time-space compression, and 
psychal time-space condensation can be 
utilized. 

Therefore,    according    to    Sundström 
(1998), AI technology is considered quasi- 
autonomous and bound by quasi- 
determinism or quasi-necessity. Our research 

revealed discourse surrounding AI's impact 
on humanity, which can be divided into four 
groups. These groups consist of (1) Techno- 
skeptics who underestimate the challenge 
AI poses to humanity (Guenduez et al., 2020; 
Tsigdinos et al., 2022; Zaimakis & Papadaki, 
2022); (2) Techno-optimists, such as Königs 
(2022), believe that technology not only 
makes the world a better place, but also 
a good one. Additionally, they posit that 
innovations can improve the quality of life 
(Boschetti et al., 2016; 3). Techno-pessimism, 
as suggested by Esther Oluffa   Pedersen 
in her 2023 interview, posits that modern 
technology, particularly AI, has led to more 
problems than solutions, resulting in novel 
situations and unforeseen consequences. 
Although some scholars argue that techno- 
pessimism perpetuates an illusion of post- 
modern times (Eula et al., 1996; Marx, 1994; 
Selwyn, 2011), the belief remains prevalent 
among a significant group. Techno-nihilism 
posits that the progress of technology 
towards or away from humanity lacks 
objective meaning, purpose, or intrinsic 
value (de Oliveira, 2020). 

The foundation of AI and IT is rooted in 
philosophical and anthropological questions 
concerning the purpose of life. Mansouri 
and Paya (2019) contend that nihilism comes 
into sharp contrast with the value humans 
place on themselves and their creations. 
The resignation and apathy of techno- 
nihilists give definition to this viewpoint. 
In light of Korotkova et al.'s (2023) findings, 
it is essential to strike a balance between 
all discourses for promoting trust in 
technological advancement. Be analytical 
and approach this with a level-headed 
mindset. Contemporary society necessitates 
comprehension of the inherent value in 
harmonizing various features to coalesce 
into a unified entity. Embracing both 
optimistic and pessimistic attitudes toward 
shared objectives fosters the ideal outcome. 
Technology   doesn't   inherently   alter   our 
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behavior but provides opportunities to 
accommodate our preexisting inclinations 
and desires (Hughes & Eisikovits, 2022). 

 

About which AI cannot replace 

To answer whether artificial intelligence 
can replace everything at the individual and 
societal level, our research indicates that 
there are certain things that it cannot replace. 
However, it is important to acknowledge 
that humans are not mere inanimate entities, 
but rather conscious beings with subjective 
experiences and agency. Humans should 
engage with technology as consumers, but 
they should also strive to master it. The 
emergence of artificial intelligence, which can 
perform tasks autonomously and originates 
from human imagination, raises questions 
about the role of humans in technological 
progress. According to existentialists, humans 
possess unique qualities that distinguish 
them from other beings. This perspective 
differs from that of idealists and materialists, 
who adopt an external standpoint to analyze 
human beings. 

According to our interview with Sam 
Harris and Yuval Noah Harari (2023), they 
both contend that there are three forms 
of human cognition that are not easily 
replaceable by artificial intelligence, such 
as (1) curiosity, or the desire to know, for 
which we need AI tools to motivate and 
assist us in becoming researchers or creative 
individuals, and (2) self-awareness, which 
involves humility. In practice, artificial 
intelligence (AI) excels at assimilating and 
incorporating feedback, so you should, as 
well. Seek insight from others regarding 
what actions to adopt, cease, and continue. 
Additionally,    emotional    intelligence— 
the capacity to foster relationships, 
demonstrate empathy, and communicate 
expertly (pertaining to your own emotional 
intelligence)—has become increasingly vital. 
Our research indicates that AI is still devoid 

of the emotions,   personal   encounters, 
and enthusiasm essential to creating art, 
although we cannot predict the future. 
Furthermore, AI models and products are 
reliant on human input sourced either from 
the Internet or offline curation. Therefore, 
the creativity of AI models is limited by 
the quality of the data they are trained on. 
This means that they are not capable of 
inventing new artistic styles, rhythms, or 
narratives. However, at a societal level, it 
remains challenging for artificial intelligence 
to supplant cooperative initiatives, cultural 
awareness, and socialization. 

Even though artificial intelligence has 
made us more pragmatic, favoring instant 
and digitally connected solutions, there are 
concerns that it may alter our relationship 
patterns. However, this does not entirely erase 
our humanity and our place in society – we 
are social beings, even if we do not participate 
in typical social activities. Humans are 
inherently social beings. According to Yuval 
Noah Harari (personal interview, 2023), 
despite artificial intelligence's sophistication, 
humans instinctively seek others as venues to 
share their feelings, contribute, and reinforce 
their identity. 

The cooperation initiative empowers 
society to create a sense of social solidarity, 
encouraging everyone to play a more active 
role in continuous humanitarian solidarity. 
During socialization, individuals learn the 
guidelines and patterns of behavior necessary 
to exist as human beings and develop cultural 
awareness. Society encourages effective 
communication, respect, and self-awareness 
in every individual. Biased language and 
ornamental phrasing should be avoided to 
ensure clear, concise writing that adheres 
to formal academic writing conventions. 
Technical terminology should be used when 
precise vocabulary is required. In addition, 
grammatical correctness and adherence to 
style guides are essential for high-quality 
writing. 
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This study concludes that Artificial 
Intelligence has far-reaching consequences 
for the future. Just as the release of other 
misfortunes on humanity had long-lasting 
consequences from opening Pandora's Box, 
the widespread adoption of AI could have 
similarly long-lasting ramifications on our 
society that we may not fully comprehend 
or appreciate (Danidou, 2021; Karakose et 
al., 2023; Nitzberg & Zysman, 2022; Storey 
et al., 2021).   Meanwhile,   the   relevance 
of a metaphorical examination of Mary 
Shelley's "Frankenstein" increases in our AI- 
dominated world, where neural networks 
supplant the lightning-born monsters of 
modern horror tales. 

The creator's   liability   for   generating 
a monster resulted in its transformation 
into a dread-inspiring entity, aligning with 
the unintentional outcomes of Victor's 
creation that caused his downfall. Similarly, 
AI's consequences on the economy, job 
displacement, and existential challenges 
parallel Victor's creation.   The   issue   of 
AI system control and the possibility of 
autonomous decision-making is a critical 
concern. The AI narrative is fraught with 
emotions, particularly the fear of AI 
triggering societal changes. The ongoing 
battle between human creators and their 
AI creations epitomizes the age-old 
apprehension of technological inundation. 
Prospective analysis is warranted, as we must 
create a roadmap that outlines a potential or 
probable future. 

However, in a personal interview 
conducted by the fourth author in 2023, 
Erik Markovič from the Association of 
Writers' Organizations of Slovakia (AOSS) 
argues that artificial intelligence can express 
intelligence beyond our biological confines. 
With the emergence of quantum computing, 
AI is designed to emulate human brain 
functioning, resulting in a creation made 
in our image. Once general intelligence has 

developed sufficiently, AI will have access 
to a wide range of human knowledge, 
including extensive databases, private 
communications, and online personas. 
With quantum   computing    technology 
and 5G, AI will become omnipresent, 
capable of penetrating encryption schemes. 
As AI becomes self-replicating, we will 
become cybernetic organisms, reliant on 
our technology. AI-powered technologies 
monitor our spending habits, target us with 
advertisements, and track our social media 
interests, thus creating echo chambers. With 
the constant evolution of AI, it becomes 
increasingly challenging to determine what 
qualifies as artificial intelligence. 

 

How to overcome? 

To address the impact of artificial 
intelligence on society, it is   important 
to acknowledge that the technologies 
themselves are not the main issue, but 
rather the influential individuals controlling 
them. The fate of humanism relies on those 
who possess vast amounts of big data, and 
the crucial question is whether they will 
use these developments for constructive 
or destructive purposes. Additionally, it is 
crucial to recognize that empowering AI can 
lead to its overpowering of us. 

There is indeed a concern that in the 
future, it will be technology, especially those 
who are cognitively more intelligent, that 
will dominate humans, but according to Max 
Tegmark, on his book “Life 3.0: being human 
in the age of artificial intelligence”, stated: 

 

The robot misconception is related to the myth 
that machines can’t control humans. Intelligence 
enables control: humans control tigers not because 
we’re stronger, but because we’re smarter. This 
means that if we cede our position as smartest on 
our planet, it’s possible that we might also cede 
control (2013). 
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According to Olaore et al (2014), the 
Christian teachings espouse the same 
perspective that God created humans as 
the pinnacle of his creation and provided 
them with a cosmic home. It is difficult to 
envision a future where robots provide for, 
cultivate, procreate, and even rule. Another 
argument advanced by Christian scholars 
is that artificial intelligence lacks essential 
attributes for personality. Even partial AIs 
may not surpass or replace the divine nature 
of humans, who are made in God's image or 
Imago Dei (Gunarso et al., 2022). 

To overcome this challenge, we propose 
three steps. First, we need to prioritize values. 
Second, we need to establish rules. Third, 
we need to engage in critical discourse. 
First, we need to prioritize values. First, 
we need to prioritize values. Strengthening 
religious values and local wisdom is crucial 
for developing the first step. Religion should 
be a fundamental aspect of our humanity 
as we advance in artificial intelligence. The 
difference between humans and machines 
lies in our spirituality, which acknowledges 
the existence of God or higher powers 
external to ourselves. Religion should not 
be restricted to a mere inherent identity but 
instead encompasses the spiritual realm. To 
comprehend our sense of humanity amidst 
technological advancements, we must 
approach religion from a spiritual standpoint. 
This is crucial as there exists a significant 
divide between secular and divine values 
(Ziaee, 2012). Song (2021) suggests that 
linking religious teachers or values with AI 
is a viable approach to decreasing the risks 
posed by superintelligence. For instance, 
Alkhiri (2022) argues that in Islam, the uses 
and applications of AI must be in line with 
the creations, commands, and associated 
aspects of God the Blessing, Exalted. 

Connected AI development and religion 
can incorporate moral values that affirm 

human dignity. Numerous studies about 

artificial intelligence and human dignity 
have identified three fundamental aspects 
that must be considered: ontological claims, 
which acknowledge the intrinsic value of 
unique human attributes that are irreplaceable 
and present in every person. Secondly, the 
principle of dignity of recognition pertains 
to the acknowledgment and appreciation of 
fellow human beings. Thirdly, the relation 
claim aligns with Kant's concept that the 
state must be accessible to every individual 
with a focus on human beings and values at 
the forefront of all policies. 

In the context of local wisdom, let us 
consider an example from the Indonesian 
archipelago, also known as Nusantara, 
regarding the concept of cipta, karsa, and 
rasa, collectively referred to as Tridaya. 
Karsa pertains to the underlying thoughts 
or concepts of a work, encompassing the 
creator's intended idea or message for their 
audience. It also involves the human capacity 
to plan, design, and conceptualize intricate 
concepts. By means of karsa, individuals 
can grasp the purpose, significance, and 
direction of their lives. Self-actualization 
through intention involves delving into 
profound thoughts and   formulating 
robust visions and goals to attain a deeper 
knowledge of oneself and the world. Rasa 
encompasses the emotions or feelings that a 
work of art evokes. Technical terms will be 
explained upon first usage. Self-actualization 
through rasa entails being able to experience 
emotional depth, manage feelings, and gain 
insight from life experiences. Authentic 
emotional expression can enhance human 
connections with oneself and others. Cipta 
encompasses thought, knowledge, insight, 
ideas, logic, reasoning, design, creation, 
innovation, imagination, contemplation, and 
inspiration. To actualize human potential, 
one must respect and integrate these aspects 
while fostering creativity, setting goals, 
and valuing emotions. Appreciating these 
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aspects contributes to well-being, meaning, 
and positive societal impact. These benefits 

cannot be replicated by artificial intelligence. 
We need to establish regulations for 

technology. In 1942, Asimov proposed the 
"Three Laws of Robotics" for AI in the current 
context. The first law states that "a robot may 
not injure or allow a human to be injured." 
The second law states that "a robot must obey 
human orders unless they violate the First 
Law." The third law states that "a robot must 
protect its existence without violating the First 
or Second Laws." The first, second, and third 
laws take precedence over all others, and AI 
cannot mix up this predefined order. Isaac 
Asimov's efforts to instill morality into AI for 
safety purposes are evident in his established 
rules (Barrigüete, 2018; Patrón, 2021; Li et 
al., 2022; Montejano Rodríguez et al., 2021). 

According to Li et al. (2022), Asimov's 
concept   of "robotics" influenced science 

fiction, information technology, and robotics. 
To address the challenges in the employment 

sector, the state must create policies that 
reduce the insecurity experienced by low- 
skilled workers (Lim, 2020). 

Regarding discourse, we propose post- 
humanism as a critical analysis to explore 
the implications of emerging technologies 
for humanity (Blok, 2022; Chen, 2018). 
Additionally, we suggest digital humanism 
as a praxis for affirming AI based on human 
rights, democracy, inclusion, and diversity 
(Funk et al., 2023; Wyatt, 2021). Post- 
humanism is a philosophical movement 
based on desire toward humanity (Fairchild 
et al., 2022) that challenges traditional human- 
centered views of the world and explores the 
implications of emerging technologies like 
artificial intelligence, biotechnology, and 
robotics for the future of humanity (Ahn, 
2023; Mercer, 2021; Porpora, 2017). 

Human dignity in post-humanist 
discourse   must   be   understood   through 

three basic elements: ontological claims that 

describe unique human qualities which are 
invaluable, irreplaceable, and inherent in 
every individual. Second, the principle of 
dignity of recognition involves recognizing 
and appreciating fellow human beings, while 
the third principle, the relation claim, asserts 
that the state should exist to promote human 
beings and human values as the ultimate goal 
in every policy. This idea originates from 
Kant's philosophy (Deretić & Sorgner, 2015; 
J. B. Dixon & Cassidy, 2005; Yoon, 2022). 

We need digital humanism to navigate 
the intricacies of the relationships between 
people and machines in the digital age. 
Werthner et al (2021) advocate for digital 
humanism to recognize the potential benefits 
of information technology, while remaining 
cognizant of the attendant societal risks 
associated with privacy breaches, ethical 
quandaries surrounding artificial intelligence 
and automation, the loss of employment 
opportunities, ongoing monopolies on the 
Web, and issues of sovereignty. Artificial 
intelligence must be approached from an 
ethical and moral perspective to effectively 
address human issues. The ethical viewpoint 
regarding intelligent machines facilitates 
problem-solving by integrating theoretical 
and practical concepts of moral freedom. 
The correlation between freedom and 
responsibility should operate on both a 
broad and limited scale. Responsibility is 
a condition of freedom,   where   freedom 
is characterized by its type and degree. 
AI Safety spans a range of knowledge 
domains, such as computer science, robotics, 
mathematics, and economics among 
others, with the goal of ensuring safety and 
improving the benefits of AI systems as they 
continue to advance. Achieving this includes 
the creation of interpretable models that 
adhere to constraints and avoiding potential 
AGI risks, despite their complexity. 
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Conclusion 

AI, an artificial intelligence system, 
has the potential to cause   unintended 
and uncontrollable consequences, like the 
mythological Pandora's Box or Frankenstein. 
Nevertheless, AI should be ethically 
developed and distributed to provide 
benefits to humanity. According to Persson 
(2001), to ensure and maintain human well- 
being, progress must always begin with the 
question, "What is the cost to human life, 
integrity, and dignity?" 

In this context, artificial intelligence is 
viewed as a product of human ingenuity and 
enterprise guided by curiosity and utility. 
Is this achievable? While AI's advance is 
relentless, it must not be allowed to become 
detached from the natural world, instead 
becoming integrated as one of life's elements, 
rather than the only one. Maintaining a 
connection with the body and environment 
is key. 

Artificial intelligence cannot replace 
three crucial forms of human cognition: 
curiosity, humility, and emotional 
intelligence. Furthermore, on a societal 
level, AI cannot replace initiatives that 
promote cooperation, cultural awareness, 
and encourage individuals to participate in 
society (sense of socialization). To address 
the implications of AI, we must enhance 
post-humanism as discourse and digital 
humanism as a framework, with a focus on 
human rights, democracy, inclusion, and 
diversity. Religious values and indigenous 
knowledge must be incorporated to mitigate 
the risks associated with AI. AI and human 
relationships must be supportive, guided by 
ethical values, and reasonable policies should 
be implemented to safeguard security and 
well-being. 

As AI continues to advance, it is vital 
for authorities to establish guidelines that 
protect humanity while also promoting 

technological innovation. The merging of AI 
and human intelligence can pave the path to 
new avenues of creativity. The potential of AI 
presents the foremost challenge of our era, as 
it leads us down uncharted paths. Enhancing 
AI systems necessitates collective feedback 
and comprehension within a framework of 
human-collaboration and co-creation. The 
path ahead is lengthy and obstructed by 
many unexpected trials and tribulations. 

We must recognize that AI systems 
are not entirely objective; instead, they are 
influenced by human culture, including 
our values, norms, preferences, and societal 
behavior patterns. Consequently, our cultural 
influences are embedded in the construction 
of AI systems. Therefore, rather than 
questioning whether AI systems are good or 
bad for society, it is important to note that, 
according to Klugman & Gerke (2022), there 
are no absolutes in discussing AI, no true 
or false, no good or bad. We are aware that 
machine development and improvement are 
progressing at an exponential rate, and it's 
highly probable that machines will soon 
surpass human capabilities. We must design 
machines that align with our values and 
principles. 
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