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Abstract 
Face recognition as a biometric authentication method continues to evolve due to its high security and ease 

of use. However, training models from scratch faces challenges such as the need for large datasets and 

high computational resources. This study aims to optimize the face authentication system using the 

InceptionResNetV1 architecture with a transfer learning approach from the pretrained VGGFace2 model 

and to compare its performance with CASIA-WebFace. Face detection is conducted using YOLOv8, face 

embeddings are generated by InceptionResNetV1, and authentication is performed by calculating the 

Euclidean distance between embeddings. Face data were collected from university students and divided 

into training and testing datasets. Performance evaluation includes accuracy, precision, recall, F1-score, 

and the confusion matrix. The results show that the VGGFace2 model achieved an accuracy of 98.75%, a 

recall of 100%, and an F1-score of 99.26%, with no False Negatives, while CASIA-WebFace achieved an 
accuracy of 86.25% with a recall of 85.07%. The main contribution of this study is to demonstrate that the 

use of transfer learning with the pretrained VGGFace2 model can significantly improve the accuracy of 

face authentication systems and to show its effectiveness for developing systems with limited data and 

computational resources. This study contributes by highlighting the superiority of the pretrained 

VGGFace2 model in face authentication systems and emphasizing the effectiveness of transfer learning for 

implementing accurate systems under resource constraints. 

Keywords: Authentication System, InceptionResNetV1, Face Recognition, Transfer Learning, 
VGGFace2 

1 INTRODUCTION 

Biometric authentication has increasingly become a reliable approach in enhancing security 
systems, especially due to the limitations of traditional methods such as passwords and ID cards, 

which are vulnerable to theft, forgery, and misuse [1][2]. One of the most widely used biometric 

methods is facial recognition. This technology enables the unique identification of individuals 
based on facial features, and has been widely adopted across various domains such as security 

systems [3], electronic payment systems [4], and digital attendance systems [5]. 

Conventional facial recognition methods, such as Eigenfaces [6] and Fisherfaces [7], which 

are based on Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) 
techniques, were widely utilized during the early development of this system. However, these 

approaches have limitations in handling variations in lighting, facial poses, and expressions, 

which frequently occur in real-world conditions [10][11]. As artificial intelligence technology has 
advanced, deep learning architectures, particularly Convolutional Neural Networks (CNNs), have 

emerged as more adaptive solutions [10]. CNNs possess the capability to extract deep and 

representative facial features, making them more accurate and robust under various visual 
conditions [11][12]. 

One of the current state-of-the-art approaches is the use of pretrained CNN-based models—

models that have been previously trained on large and complex datasets [13]. These models are 

able to transfer prior knowledge from their training data, making the training process more 
efficient and yielding more stable and accurate results, even when applied to different domains. 
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Commonly used pretrained models include VGGFace, VGGFace2, and CASIA-WebFace, 

employing popular architectures such as ResNet, Inception, and InceptionResNet. 
Despite CNNs being proven effective, their implementation requires large datasets [14] and 

high computational power [15], which poses a challenge in deploying face-based authentication 

systems in environments with limited hardware capabilities [16]. Transfer learning offers an 

efficient alternative to address this issue [17]. By leveraging weights from models trained on large 
datasets, such as VGGFace2, the training process can be accelerated while maintaining accuracy, 

even when using smaller datasets [18]. The VGGFace2 dataset itself contains over 3 million facial 

images of diverse individuals with a variety of poses and lighting conditions, making it highly 
representative for facial recognition model training [19]. 

Numerous studies have utilized pretrained VGGFace2 on different model architectures and 

reported promising results in facial recognition tasks [20][21][22]. However, few studies have 

specifically examined the effectiveness of the InceptionResNetV1 architecture with pretrained 
VGGFace2 in the context of face-based user authentication. In fact, the InceptionResNetV1 

architecture offers advantages in processing efficiency and performance stability, making it an 

ideal candidate for real-time authentication systems. 
This study was conducted with the objective of exploring and optimizing a web-based facial 

authentication system by leveraging the InceptionResNetV1 architecture and transfer learning 

from VGGFace2. The specific goals of this research include: (1) Implementing and evaluating 
the InceptionResNetV1 model for facial authentication, (2) Comparing the performance of 

pretrained models from VGGFace2 and CASIA-WebFace to assess their effectiveness, and (3) 

Conducting performance evaluation using a confusion matrix as the performance indicator. 

The contribution of this study is to provide a facial authentication solution that is not only 
accurate but also computationally efficient and widely implementable on web-based systems. 

Furthermore, this research offers an empirical overview of the optimal use of pretrained models 

for facial authentication tasks, serving as a reference for future studies and the development of 
biometric systems. 

2 LITERATURE REVIEW 

Research on face authentication systems based on deep learning has grown rapidly in recent 
years. One of the milestone approaches is FaceNet, introduced by Schroff et al. This model utilizes 

triplet loss to generate facial embeddings in a vector space, allowing the system to distinguish 

identities by maximizing the distance between different individuals and minimizing the distance 
between images of the same individual. This approach has proven highly effective in facial 

verification tasks and has served as a foundation for many subsequent studies. This advancement 

was further supported by the work of Anwarul et al. [23], who demonstrated the effectiveness of 

Convolutional Neural Networks (CNNs) in generating facial embeddings with high accuracy. The 
method has shown excellent performance in renowned benchmarks such as Labeled Faces in the 

Wild (LFW), reinforcing CNN-based embeddings as a primary approach in modern facial 

recognition systems. 
Beyond identification, CNNs have also been proven effective in facial expression 

classification. Riyantoko et al. [24] employed a combination of CNN and Haar-Cascade to 

classify seven facial expressions using the FER2013 dataset, showing that CNNs can effectively 
extract visual features even under varied lighting conditions and expressions. This approach is 

highly relevant to facial authentication, which also requires resilience to expression variability. A 

similar study by Diyasa et al. [25] developed a multi-face recognition system for inmate detection 

in detention rooms using CNN and the Haar Cascade Classifier. Although aimed at security 
surveillance, this method is relevant for real-time facial recognition, particularly in detecting 

multiple individuals, managing viewpoint angles, and handling uneven lighting. Such approaches 

are highly applicable in real-world environments where simultaneous detection of multiple faces 
and robustness to pose and lighting variations are essential. 

The performance of a facial recognition system is heavily influenced by the quality and 

diversity of the training dataset. VGGFace2 stands out as a comprehensive dataset encompassing 
a wide range of facial expressions, lighting conditions, ages, and poses across thousands of 
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individuals. Research by Daoud et al. [26] revealed that models trained on VGGFace2 exhibit 

stronger robustness against facial variations, making them suitable for dynamic real-world 
scenarios. The dataset enables deep learning models to learn more accurate facial representations, 

even under challenging lighting or extreme pose variations. With over 3.31 million images from 

9,131 subjects, VGGFace2 serves as a robust foundation for enhancing the performance of 

modern facial recognition systems, and is considered one of the most prominent datasets in this 
field. 

In addition to datasets, the model architecture also plays a crucial role in system accuracy 

and efficiency. The InceptionResNetV1 model, which combines the Inception and ResNet 
architectures, has proven to be highly effective in handling facial data complexity while 

maintaining computational efficiency. Hidayati et al. [27] showed that the Inception-ResNet 

model can achieve high accuracy despite having a smaller parameter size compared to other 

architectures such as ResNet-101 or VGG16. This advantage makes Inception-ResNet an 
attractive choice for facial shape recognition, particularly in applications that demand a balance 

between efficiency and performance. However, the study was limited to conventional testing 

using separate test data and did not explore its application in facial authentication systems. 
Based on this review, several research gaps are identified. First, the application of the 

InceptionResNetV1 model trained on large datasets such as VGGFace2 and CASIA-WebFace for 

face authentication has not been widely explored. Second, most previous studies focused on 
classification or identity verification rather than embedding-based authentication using one or a 

few images per individual, as is commonly used in login systems. Third, the impact of the 

pretraining dataset on the quality of generated embeddings has not been extensively analyzed in 

a comparative manner. 
This study aims to fill those gaps by implementing the InceptionResNetV1 model pretrained 

on two large datasets—VGGFace2 and CASIA-WebFace—to generate facial embeddings in an 

authentication system. The evaluation process involves computing the Euclidean distance 
between embeddings and testing various threshold values to assess accuracy. Through this 

approach, the research is expected to contribute to the optimization of embedding-based face 

authentication systems and to demonstrate how the selection of a pretraining dataset influences 
the overall effectiveness of the system. 

3 RESEARCH METHOD 

The face recognition process in this study is systematically illustrated in Figure 1, which 
outlines the main stages starting from data collection, pre-processing, feature extraction, to 

matching and model evaluation. 

 

 

Figure 1. General research workflow 

Figure 1 illustrates a flow diagram that shows how each stage is interconnected to produce 

an optimal face authentication system. In the initial stage, facial data is collected and then 

processed through face detection and image normalization. The processed facial images are then 
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used in the feature extraction stage using the InceptionResNetV1 model, which has been 

pretrained on the VGGFace2 dataset. Once the facial embeddings are generated, they are matched 
with the embeddings in the database using Euclidean distance. The matching results are then 

evaluated using various performance metrics, which are analyzed to determine the effectiveness 

of the developed authentication system. The following is a step-by-step explanation of the 

procedures carried out in this research: 
a. Data Collection 

This study used facial data from 67 students of Universitas Pembangunan Nasional 

“Veteran” Jawa Timur. The data collection process was carried out by recording short facial 
videos of 5–10 seconds per individual, covering various angles such as frontal, left side, right 

side, top, and bottom views. This approach aimed to capture variations in expression and head 

pose to enhance the model’s robustness to facial pose changes. 

The recordings were made using the front camera of an Oppo Reno 3 smartphone with a 
resolution of 44 MP, allowing high-resolution facial image capture under various natural lighting 

conditions. After recording, each video was converted into a sequence of static image frames at 

10-frame intervals. From each video, approximately 15 to 25 images per person were obtained, 
depending on the duration and variety of recorded expressions. A quality selection process was 

then carried out to remove blurry or noisy images, ensuring that only clear facial images were 

used for model training and testing. 
As part of the system evaluation, the researchers also added 13 facial images of individuals 

who were not included in the training database, representing about 20% of the total subjects. 

These additional images served as negative samples to test the system’s ability to detect 

unregistered faces, which is important for authentication and security. An example of the collected 
facial data used in this study is shown in Figure 2. 

 

Figure 2. Example of facial data 

Figure 2 shows the variation of facial images collected in this study, covering various 

viewpoints to improve the model's robustness against facial variation in real-world conditions. 

b. Data Pre-processing 

After the data was obtained in the form of images, the next step was to split the dataset into 

a training set and a testing set. This division was done manually, where one image from each 

individual was selected as test data (testing set), while the remaining images were used for training 
the model (training set). This strategy aims to ensure that each individual is represented in the 

evaluation process, enabling performance testing on an individual basis [30]. 

Each facial image then underwent several pre-processing stages to ensure optimal data 

quality before being used in the training and testing processes. The first step was face detection 
and cropping, which was performed automatically using the YOLOv8 Face Detection model. This 

process detects the location of the face in the image and crops the relevant area so that only the 

facial region is used in the next stages. This cropping step is crucial to eliminate unnecessary 
background and enhance the focus of feature extraction [31]. After cropping, all images were 

resized to 160×160 pixels. 

To improve the model’s stability in handling lighting variations and contrast differences, 
pixel normalization was applied to each image. Normalization was performed using equation (1) 

as follows: 

𝑁 =
𝑖𝑚𝑎𝑔𝑒−0.5

0.5
   (1) 
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Equation (1) transforms the pixel value range of the image from [0, 1] to [-1, 1], which is a 

common prerequisite in neural network training to accelerate convergence and improve model 
accuracy [32]. By applying these pre-processing steps, the facial data becomes more structured, 

clean, and consistent, making it ready for use in the training and evaluation phases of the face 

recognition-based authentication system. A visualization of the pre-processing results is shown 

in Figure 3. 

 

 

Figure 3. Data Pre-processing 

Figure 3 shows the results of the pre-processing stage, which includes face detection, facial 

area cropping, and image normalization before proceeding to the feature extraction stage. 

c. Feature Extraction 
The feature extraction stage is a key process in face recognition systems, aimed at obtaining 

a numerical representation of each face in the form of embeddings [33]. In this study, the 

extraction process was carried out using the InceptionResNetV1 architecture, which was 

pretrained on a large-scale dataset. The feature extraction process applied in this study is 
illustrated in Figure 4. 

 

Figure 4. Feature Extraction Process 

In the diagram in Figure 4, there is a distinction in the treatment of training and testing data. 

For the training data, after facial features are extracted, all embeddings from a single individual 

are averaged to obtain a stable and representative feature vector. This approach aims to reduce 

variability caused by lighting, viewpoints, or facial expressions in the training images. In contrast, 
for the testing data, feature extraction is performed independently on each image without 

averaging. This simulates real-world authentication conditions, where the system must be able to 

recognize a person based on a single image. 

1) InceptionResNetV1 Architecture 

InceptionResNetV1 is an artificial neural network architecture that combines two advanced 

approaches: Inception and Residual Network (ResNet). This model was developed to address 
challenges in extracting complex features from images, particularly for facial recognition tasks 

[34]. The Inception architecture was first introduced through GoogLeNet (InceptionV1), with its 

core concept being the use of multiple convolution filters in parallel within a single module. This 

approach allows the model to capture information at various scales within an image, thereby 
improving memory and computational efficiency. By combining multiple filter sizes such as 1x1, 

3x3, and 5x5 simultaneously, this architecture can extract complex features from images at 

different levels of representation. 
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Meanwhile, ResNet was developed to address the problem of performance degradation that 

often occurs when neural networks become deeper. By introducing skip connections or shortcut 
connections, ResNet enables gradients to flow more easily during backpropagation, effectively 

mitigating the vanishing gradient problem that frequently arises in deep network training. These 

shortcut connections allow the model to learn faster and retain important information from earlier 

layers. 
InceptionResNetV1 merges the Inception architecture with the skip connection mechanism 

from ResNet to enhance training efficiency and stability. Each module in InceptionResNetV1 

consists of several convolution branches with different filter sizes, designed to capture multi-scale 
features. Additionally, the skip connections in this architecture allow the output from one layer to 

be directly passed to a deeper layer in the network without going through all intermediate layers, 

minimizing information loss during backpropagation. With this combination, the model maintains 

the strength of Inception in capturing multi-scale features while ensuring gradient flow stability 
through the residual learning mechanism of ResNet. 

More specifically, the InceptionResNetV1 architecture consists of several main stages: the 

initial convolution layers, Inception residual blocks (Block35, Block17, Block8), reduction layers 
(Mixed_6a and Mixed_7a), and the final layers that produce a 512-dimensional facial embedding. 

The feature extraction process begins with a series of convolution and pooling layers to capture 

the basic features of facial images. These features are then processed through Inception residual 
blocks, which include several convolution branches operating in parallel and are combined with 

skip connections. Next, reduction layers are applied to adjust the feature dimensions before 

entering the subsequent Inception blocks. In the final stage, the model applies a fully connected 

layer, batch normalization, and dropout before producing a 512-dimensional facial embedding 
that can be used for classification or identity verification tasks. Each layer of the 

InceptionResNetV1 is detailed in Table 1. 

Table 1. InceptionResNetV1 Layer Architecture 

Layer Details 

Conv2D_1a 3x3, 32 filters, stride 2 

Conv2D_2a 3x3, 32 filters, stride 1 

Conv2D_2b 3x3, 64 filters, stride 1, padding 1 

MaxPool_3a 3x3, stride 2 

Conv2D_3b 1x1, 80 filters, stride 1 

Conv2D_4a 3x3, 192 filters, stride 1 

Conv2D_4b 3x3, 256 filters, stride 2 

Block35 (x5) Scale=0.17 

Mixed_6a Reduction block 

Block17 (x10) Scale=0.10 

Mixed_7a Reduction block 

Block8 (x5) Scale=0.20 

Final Conv2D 1x1, 1792 filters 

AvgPool 8x8 

Dropout p=0.6 

Linear 512 units 

BatchNorm 512 features 

Table 1 presents the details of each layer in the InceptionResNetV1 architecture, consisting 
of several key stages from the initial convolution to the fully connected layer that produces a 512-

dimensional facial embedding. With this architecture, the model is capable of generating richer 

and more robust facial representations and has been proven effective in various face recognition 
applications. 

2) Pretrained Datasets VGGFace2 and CASIA-WebFace 

This study utilizes pretrained weights from VGGFace2 and CASIA-WebFace to apply 

transfer learning in generating facial embeddings. VGGFace2 contains 3,310,000 images from 
9,131 individuals, while CASIA-WebFace includes 494,414 images from 10,575 individuals. 
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Both datasets are widely used in facial recognition research due to their comprehensive coverage 

and diversity. This study compares the impact of transfer learning from the two datasets on the 
resulting model accuracy. The evaluation aims to determine to what extent the choice of 

pretrained dataset affects the quality of facial embeddings and the resulting authentication 

performance. 

3) Averaging Embeddings 

Averaging embeddings is an identity representation approach in face recognition systems 

that aims to improve the efficiency of the identification or verification process without sacrificing 

accuracy [35]. This technique involves combining several feature vectors (embeddings) obtained 
from various facial images of the same individual and calculating the average value for each 

vector dimension. The result is a single embedding vector that consistently represents the unique 

characteristics of the individual’s face as a whole. 

In this study, the averaging embedding method is used to reduce the impact of variation 
among facial images within the same identity class, such as differences in facial expression, 

lighting, or viewing angle. By averaging the available embeddings, the system produces a more 

stable identity vector, enabling more efficient and accurate matching. 
d. Face Matching 

In facial recognition systems, identity matching is performed by calculating the distance 

between two embedding vectors using Euclidean Distance [36]. This approach measures the 
similarity between two facial features extracted using a deep learning model such as 

InceptionResNetV1. 

1) Euclidean Distance 

Euclidean Distance is used to measure the distance between two vectors in a high-
dimensional space [37]. The smaller the distance, the higher the similarity. Mathematically, the 

Euclidean Distance between two vectors A and B with n dimensions can be calculated using 

Equation (2) as follows: 

𝑑(𝐴, 𝐵) = √∑ (𝐴𝑖 −𝐵𝑖)2
𝑛
𝑖=1  (2) 

where: 

A: the facial embedding vector to be identified, 

B: the facial embedding vector registered in the database, 

n: the number of embedding dimensions. 

Based on Equation (2), if the value of d(A, B) is small, the new face is considered highly 
similar to a face in the database. Conversely, a large distance value indicates that the facial 

identities are different [38]. 

2) Face Matching Process 

The face matching process is carried out by comparing the embedding of the test facial image 
with all embeddings stored in the database. Distance calculation is performed using Equation (2) 

to determine the level of similarity. If the smallest distance found is below a certain threshold, the 

system considers the face to match one of the existing identities. On the other hand, if all distances 
exceed the threshold, the system outputs “No match found,” indicating no match was detected. 

e. Model Evaluation 

After the face matching process is completed, the next step is to evaluate the model’s 

performance to ensure its effectiveness in accurately identifying faces. The evaluation is 
conducted by calculating several metrics that reflect the system's performance in correctly or 

incorrectly classifying facial images. 

The model’s performance is measured using four main categories in face matching: 

a) True Positive (TP): The model correctly identifies a face that is present in the database as a 

match. 

b) True Negative (TN): The model correctly identifies that a face not in the database has no 

match. 

c) False Positive (FP): The model incorrectly identifies a face that is not in the database as a 

match. 
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d) False Negative (FN): The model fails to identify a face that is actually in the database. 

Based on the classification results, several evaluation metrics are calculated to describe the 
performance of the face recognition system. These metrics include accuracy Equations (3), 

precision Equations (4), recall Equations (5), and F1-score Equations (6), each defined in 

Equations (3) through (6). 

a) Akurasi 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

b) Precision 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

c) Recall 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5) 

d) F1-Score 

𝐹1 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (6) 

 

4 RESULTS AND DISCUSSION 

In this study, facial authentication system testing was conducted on 67 student facial data 

entries registered in the database, as well as several unregistered facial data. The system was tested 

using two pretrained models—VGGFace2 and CASIA-WebFace—implemented on the 
InceptionResNetV1 architecture. The tests were conducted using a threshold value of 0.6, where 

facial matching was based on the Euclidean distance derived from the embeddings. 

a. Model Evaluation with Pretrained VGGFace2 

The evaluation results of the model using the pretrained VGGFace2 showed optimal 

performance in recognizing faces registered in the database. Based on the confusion matrix in 

Figure 5, the model produced 67 True Positives (TP), meaning all 67 faces were correctly 
recognized as individuals present in the database. There were no misclassifications in the form of 

False Negatives (FN = 0), indicating that the model did not miss any faces that should have been 

identified. 
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Figure 5. Confusion Matrix Results Using the Pretrained VGGFace2 Model 

Furthermore, the model was also able to correctly identify faces that were not present in the 
database, as indicated by 12 True Negatives (TN). However, there was 1 False Positive (FP), 

meaning the model incorrectly identified one face—one that should not have matched—as a valid 

match. With high accuracy and zero False Negatives, the VGGFace2 pretrained model 

demonstrated strong performance in ensuring that recognized faces truly matched the existing 
identities. This indicates that the model has high sensitivity and does not miss faces that should 

be identified. 

b. Model Evaluation with Pretrained CASIA-WebFace 

Meanwhile, the model trained using the CASIA-WebFace pretrained dataset showed lower 

performance compared to VGGFace2. Evaluation results indicated that the model correctly 

identified 57 faces (TP = 57), but there were 10 False Negatives (FN = 10), meaning the model 
failed to recognize 10 faces that were actually present in the database. According to the confusion 

matrix shown in Figure 6, this model also demonstrated weaker performance in detecting 

registered faces. 

 

Figure 6. Confusion Matrix Results Using the Pretrained CASIA-WebFace Model 
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In terms of detecting faces not registered in the database, the model showed the same 

performance as the pretrained VGGFace2 model, with 12 True Negatives (TN) and 1 False 
Positive (FP). However, the higher number of False Negatives (FN) indicates that the model using 

the CASIA-WebFace pretrained weights is less optimal in recognizing faces that should be 

identified. The main difference between the two models lies in their ability to detect faces 

registered in the database. The model with VGGFace2 pretrained weights exhibits higher 
sensitivity compared to CASIA-WebFace, as shown by the lower number of False Negatives. 

c. Model Performance Comparison 

To gain a clearer picture of the performance of both models, several key evaluation metrics 
were calculated, including accuracy, precision, recall, specificity, and F1-score. 

Table 2 presents the model evaluation results based on the calculated metrics: 

Table 2. Performance Comparison of Both Models 

 InceptionResNetV1-VGGFace2 InceptionResNetV1-CASIA-WebFace 

Akurasi 0.9875 0.8625 

Precision 0.9853 0.9828 

Recall 1 0.8507 

F1 Score 0.9926 0.9119 

Based on the results above, the pretrained VGGFace2 model demonstrated superior 
performance compared to CASIA-WebFace, especially in terms of recall, which reached 100%, 

indicating that the model did not miss any faces that should have been recognized. On the other 

hand, the CASIA-WebFace model had a lower recall (85.1%), meaning there were still faces that 
could not be recognized properly. 

In terms of precision and specificity, both models had nearly similar performance, indicating 

that both were fairly reliable in recognizing faces that were not in the database. However, the 
significant difference in recall indicates that VGGFace2 is more suitable for applications requiring 

high sensitivity, such as face-based authentication systems. 

d. User Interface of the Developed System 

To support ease of use in the facial authentication system, a user interface (GUI) was 
developed using the Gradio platform. Gradio allows for system implementation and testing locally 

without the need for additional installation or external servers, and it offers a simple and easy-to-

use interface. The GUI consists of two main features: Register and Login, which represent the 
user registration and login authentication flows. 

 

Figure 7. “Register” Feature Display on the Gradio-Based User Interface 
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Figure 7 shows the interface of the Register feature. In this feature, users are asked to enter 

their name and record their face using the camera. The captured facial image is then extracted into 
an embedding and stored in the local database. Once the registration process is successful, the 

system provides a text-based notification. 

 

Figure 8. “Login” Feature Display on the Gradio-Based User Interface 

Figure 8 shows the interface of the Login feature. Users capture their facial image directly 

using the camera, after which the system detects the face, extracts its features, and compares it 
with the stored embeddings in the database using Euclidean Distance calculation. If the face is 

recognized, the system displays the user’s name as a successful authentication result. 

With the implementation of this GUI, the entire process from registration to authentication 
runs in an integrated and intuitive flow. This demonstrates that the system is not only technically 

reliable in terms of the model used, but also feasible for real-world applications. 

5 CONCLUSION 

This study aimed to optimize a facial recognition-based authentication system by utilizing 

the InceptionResNetV1 model retrained using the VGGFace2 dataset. The system was designed 

to enhance login security by accurately identifying registered users through facial features. 
Evaluation results showed excellent performance, achieving 67 True Positives (TP), 0 False 

Negatives (FN), 12 True Negatives (TN), and only 1 False Positive (FP), resulting in an overall 

accuracy rate of 98.75%. The absence of False Negatives indicates high sensitivity and the 
system’s reliability in recognizing registered users. These findings reinforce that the VGGFace2 

pretrained model is capable of generating robust and discriminative facial embeddings, 

contributing significantly to the optimization of facial recognition processes. 

For future development, this system can be further tested in real-time scenarios using live 
camera input to evaluate its performance under dynamic conditions. Additional tests involving 

variable conditions such as wearing masks, glasses, different lighting, and facial expressions can 

be conducted to improve system robustness. Implementation of this system on mobile or web 
platforms is also an essential step toward practical deployment. Future research may also explore 

other deep learning architectures or large-scale pretrained datasets to further improve accuracy 

and generalization across a broader population. 
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